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ABSTRACT

The present study aims to validate different approaches for the estimation of three photobiological effective doses: the erythemal UV, the vitamin D and that for DNA damage, using high temporal resolution surface-based measurements of solar UV from 2005-2015. Data from a UV spectrophotometer, a multi-filter radiometer, and a UV radiation pyranometer that are located in Thessaloniki, Greece are used together with empirical relations, algorithms and models in order to calculate the desired quantities. In addition to the surface-based dose retrievals, OMI/Aura and the combined SCIAMACHY/Envisat and GOME/MetopA satellite products are also used in order to assess the accuracy of each method for deriving the photobiological doses.

1. INTRODUCTION

During the last few decades, the danger of overexposure to UV sunlight has been well analysed and a causal link has been established to skin diseases and cancer, and that mutation of DNA can be triggered by extreme UV-B doses [1]. Furthermore, the cutaneous production of vitamin D is also activated by spectral UV radiation, hence accurate knowledge of the safe UV doses for humans is paramount [2]. Of particular relevance is the Commission Internationale de l’Éclairage (CIE) action spectrum as a model for the susceptibility of skin to sunburn (erythema).

As a result of advances in the fields of photobiology and ground-based measurements of UV using different types of instrumentation, a variety of methods now exist to obtain erythemal, vitamin D and DNA damage dose rates. In parallel, space technology has been making huge steps forward to monitor the Earth’s surface and atmosphere at higher spatial and temporal resolution and erythemal, vitamin D and DNA damage dose rates and doses can now be retrieved globally from surface backscatter radiation observations from different satellite sensors.

In this study, photobiological doses retrieved from ground-based measurements using empirical models and satellite estimates are cross-validated to assess their accuracy and potential utility.

2. DATASETS AND INSTRUMENTATION

2.1. Ground-based measurements

The calculation of the photobiological doses over Thessaloniki (40.63°E, 22.96°N), are based on measurements taken by three different types of instruments in continuous operation at the Laboratory of Atmospheric Physics of the Aristotle University of Thessaloniki (http://lap.physics.auth.gr).

Firstly, a Brewer MKII spectrophotometer with serial number #086 (B086) is equipped with a double monochromator and measures the UV solar spectrum (286.5 - 363 nm) with a wavelength step of 0.5 nm using a triangular slit that has a full width at half maximum (FWHM) of 0.55 nm, within an interval of 7 minutes. The more simple, single monochromator Brewer with serial number #005 (B005) has been operational in Thessaloniki since 1982 and has been providing continuous, well-calibrated and documented total ozone column measurements [3, 4, 5]. The spectra used in this study have recently been subjected to quality control and re-evaluation [6] after which the remaining 1-sigma uncertainty is estimated to be ~5% [7] for wavelengths higher than 305 nm and solar zenith angles (SZA) smaller than 80°. For lower wavelengths and higher SZA the uncertainty is greater as a consequence of the photon noise that dominates due to the low recorded signal [8]. The B086 spectra have been extended to 400 nm using the SHICrivm algorithm [9] and weighted with the action spectra for: i) the erythemal dose [10], ii) the formation of vitamin D in the human skin [11], and iii) DNA damage [12]. For the DNA damage, the effective spectrum is normalized at 300 nm. The corresponding effective doses have been calculated by integrating the weighted spectra over the nominal wavelength range.

Secondly, a NILU-UV multi-filter radiometer has been fully operational in Thessaloniki since 2005 and forms part of the UVnet network of NILU-UV
radiometers (http://www.uvnet.gr). The NILU-UV with serial number 04103 (NILU103) provides one-minute measurements in 5 UV channels with nominal central wavelength at 302, 312, 320, 340 and 380 nm and a FWHM of 10 nm while its sixth channel that measures the Photosynthetically Active Radiation (PAR) is used to determine cloud free cases based on the cloud detection algorithm proposed by [13]. Although the Brewer #086 measures the UV spectrum with high spectral resolution, the time frequency of the scans can vary from 30 to 60 minutes. Nevertheless, Brewer spectrophotometers are a very powerful means for calibrating other UV measuring instruments that provide higher temporal resolution measurements. By calibrating the NILU103 measurements with the B086 coincident irradiances, we estimate that the uncertainties of the NILU103 irradiance measurements used in this study are less than 5.5% [14].

Finally, a Yankee UVB-1 pyranometer (YES) operating also in Thessaloniki, provides one minute erythemal dose measurements with a spectral response very similar to the official erythemal action spectrum [10]. Using libRadtran radiative transfer model simulations [15] proper weighting factors are calculated with respect to SZA and the total ozone column (TOC) which are used to transform the YES measurements into erythemal irradiance [16]. In addition, the Brewer measurements have been used to correct the pyranometer observations for the degradation of its absolute spectral response and for sudden changes in the behaviour of the instrument. Thus, the datasets from the pyranometer and the NILU-UV radiometer are not completely independent since the Brewer instrument has had to be used for the calibration of both instruments.

2.2. Satellite measurements

Satellite estimates of erythemal UV, vitamin D and DNA damage effective dose time series from the OMI/Aura, SCIAMACHY/Envisat and GOME2/MetopA instruments are also used to provide a comparison for the surface-based estimates. The OMI/Aura surface UV irradiance data from 2005 to 2015 include the erythemally-weighted daily dose and erythemal dose rate both at the overpass time and also at local solar noon. Surface UV overpass data for Thessaloniki have been extracted from NASA’s Aura Data Validation Centre, http://avdc.gsfc.nasa.gov/. The OMIUVB algorithm is described in the Algorithm Theoretical Basis Document [17] and examples of its validation may be viewed in [18, 14].

The SCIAMACHY/Envisat and GOME2/MetopA joint UV product, that includes the same sub-products as the OMI/Aura dataset, were downloaded from ESA’s Tropospheric Emission Monitoring Internet Service (TEMIS), http://www.temis.nl. The data are described in detail in [19, 20, 21]. The effective spectrum suggested by [10] is used to derive the erythemal dose from the OMI/Aura, SCIAMACHY/Envisat and GOME2/MetopA instruments. Using the effective spectra suggested by [11] and [12] the effective doses for the formation of the vitamin D and the DNA damage are also calculated from measurements from the GOME2/MetopA instrument.

3. METHODOLOGY

3.1. Effective UV doses from the Brewer spectrophotometer

The B086 spectra were processed by the SCHICrvm algorithm and extended to 400 nm and have been weighted with the action spectra for erythema [10], the formation of vitamin D in the human skin [11] and the DNA damage [12] and the corresponding effective doses have been calculated. The 1-sigma uncertainty of the derived effective doses for the erythema and the vitamin D is estimated to be ~5% since the contribution of photons with wavelengths lower than 305 nm (where the signal may be very low) is small. However, the uncertainty in the calculated effective dose for the DNA damage is higher because of the important contribution of lower wavelengths (very low signal levels) and may exceed 20% for SZAs near 80° or during overcast conditions. The effective doses from B086 are used for training a neural network (NN) to derive effective doses from NILU103 radiances. The B086 effective doses are also used to derive empirical relationships and to calculate the vitamin D and DNA damage effective doses from the YES UVB-1 pyranometer.

3.2. Effective UV doses from NILU-UV irradiances using a neural network model

A feed-forward function-approximating NN model [22] was coded using MATLAB’s object-oriented scripting language in conjunction with its Neural Network Toolbox [23]. As inputs, the NN has NILU103 irradiance measurements at 305, 312, 320, 340 and 380 nm and temporal variables including the SZA, the day of the week (DOW) and the day of the year (DOY) and its sinusoidal components cos(DOY) and sin(DOY). As outputs, the NN calculates the biological UV products resulting from B086 response weighted spectra: i.e. the erythemal UV (CE), vitamin D and DNA damage effective dose. The rationale behind including temporal variables in the inputs is that geophysical variables very often exhibit periodicity associated with an annual or diurnal cycle and are now commonly incorporated into atmospheric chemistry models [24]. A key feature of our modeling approach is to signal to noise separation. The NN model is constructed using denoised time series of the NILU-UV irradiances and denoised time series of the photobiological products. Once constructed, the real (noisy) data is input to the model to calculate the real (noisy) photobiological outputs. In order to achieve this, we applied singular spectrum analysis (SSA) to separate the total trend-cycle plus periodicity from the total noise component.
for each time series (see [25] for a review of this approach).

From the NILU103 data, a matrix of \( n = 47,908 \) co-located input-output vectors was extracted to train and validate the model. A subset of \( r \) -vectors was chosen randomly as the training set, with the remainder being used as a validation set containing \((v = n - r)\) vectors. All output variables were found to correlate strongly and positively on all 5 of the irradiances \((0.922 \leq r \leq 0.995)\), strongly anti-correlate with SZA \((-0.891 \leq r \leq -0.909)\), and to weakly anti-correlate with the temporal variables. The input and output vectors used in our study were connected via 2 network layers – the first containing hidden neurons with hyperbolic tangent (\( \tanh \)) activation functions and the second containing linear activation functions as depicted in Fig. 1.

![Figure 1. Schematic showing the neural connectivity between input and output parameters in the NILU-UV NN model.](image)

The exact mathematical equation relating the outputs to the inputs for this type of NN model has been shown to have the matrix equation [26]:

\[
Y = f^2{(lW^2)^1f^1(lW^1X + b^1) + b^2}
\]

(1)

where in this study: the matrix of input vectors is \( X = [\text{Ir(305)}, \text{Ir(312)}, \text{Ir(320)}, \text{Ir(340)}, \text{Ir(380)}, \text{SZA}, \text{DOY}, \text{Sin(DOY)}, \text{Cos(DOY)}, \text{DOW}]^T \) and the concurrent matrix of output vectors is \( Y = [\text{CIE, vitamin D, DNA}]^T \). The optimal NN architecture was then found by minimizing the mean squared error (MSE) between the NN estimates and Brewer reference output data for each NN in a grid of 100 NN architectures where the number of hidden neurons was varied from 5 to 15 and the proportion of training data \((t/n)\) was varied from 50% to 95% in steps of 5%. During each of 100 iterations of the learning process, the weights and biases of each NN are tuned with the Bayesian regularization back-propagation optimization algorithm [27] to minimize the MSE cost function over the set of input-output vectors. We have used the Bayesian regularization scheme using a Laplace prior discussed in [28]. As a result of this robustness analysis, the optimal NN was found to require \(13\) hidden neurons and a training to validation ratio of \(90\%:10\%\). The optimal NN is valid for the range of parameters determined by the training data shown in Tab. 1 (temporal variables are not listed but have the following expected ranges: DOY=[0,366], Cos(DOY)=[-1,1], Sin(DOY)=[-1,1] and DOW=[1,7]).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ir(305)</td>
<td>0</td>
<td>0.017</td>
<td>0.003</td>
<td>0.004</td>
</tr>
<tr>
<td>Ir(312)</td>
<td>0</td>
<td>0.229</td>
<td>0.064</td>
<td>0.055</td>
</tr>
<tr>
<td>Ir(320)</td>
<td>0</td>
<td>0.333</td>
<td>0.108</td>
<td>0.079</td>
</tr>
<tr>
<td>Ir(340)</td>
<td>0</td>
<td>0.678</td>
<td>0.252</td>
<td>0.159</td>
</tr>
<tr>
<td>Ir(380)</td>
<td>0</td>
<td>0.871</td>
<td>0.327</td>
<td>0.208</td>
</tr>
<tr>
<td>SZA</td>
<td>15.63</td>
<td>81.162</td>
<td>54.373</td>
<td>16.120</td>
</tr>
<tr>
<td>CIE</td>
<td>0</td>
<td>0.234</td>
<td>0.056</td>
<td>0.054</td>
</tr>
<tr>
<td>vitamin D</td>
<td>0</td>
<td>0.460</td>
<td>0.103</td>
<td>0.107</td>
</tr>
<tr>
<td>DNA</td>
<td>0</td>
<td>0.011</td>
<td>0.002</td>
<td>0.002</td>
</tr>
</tbody>
</table>

The optimal trained NN was then fed with the remaining (“unseen”) input vectors from the 10% of the training data and its estimates are then compared against the target measurements of the output vector to evaluate its performance. The correlation of NILU103 NN estimates with target outputs was high \((r=0.988\) to 0.990) and with very low bias \((0.000\) to 0.011 absolute units).

Having trained and validated the NILU103 NN, we then proceeded to remove the constraint on having to co-locate input and output vectors and ran it in \textit{unsupervised mode} (i.e. simulation mode) on the full record of nearly 2.5 million (2,471,529 records) input vectors of coincident NILU103 irradiances together with the associated temporal variables. On each day of the simulation record, the input-output vector closest to local noon and satellite overpass was stored. This was also used to extract all vectors within \(\pm 30\) minutes for estimation of output values closest to local noon time and satellite overpass time. In order to estimate daily doses rather than dose rates, the full record of input-
output vectors on each day was integrated with the Trapezium rule for days that did not contain gaps greater than 15-minutes in their record.

3.3 Effective UV doses from the YES UVB-1 pyranometer

The Yankee UVB-1 pyranometer provides measurements of the erythemal dose rates whereas the dataset's validity is monitored by coincident measurements from the B086. Using the effective doses derived from the B086, we adopted the empirical relationship suggested by [29] to convert erythemal irradiance to effective dose for the formation of vitamin D which, if we note that UVI = CIE/40, can be written:

\[ \text{vitamin } D = f(TOC, UVI, \cos \theta) \] (2)

where TOC is the total ozone column, UVI is the UV index [10] and \( \theta \) is the SZA. It was found that for UV index values below 2, the vitamin D is overestimated significantly and should be divided by the following correction factor (cf) obtained empirically by a least squares fit to the data:

\[ \text{cf} = - 0.086 \times UVI^3 + 0.379 \times UVI^2 - 0.575 \times UVI + 1.317 \] (3)

This correction, applied to the calculated vitamin D when UVI < 2, allowed us to derive vitamin D from the YES data in a way that avoids the limitation to clear sky conditions. In a similar way, the DNA damage effective spectrum was estimated from an empirical relationship that also consists of TOC, UVI and \( \cos \theta \), but also involves the ratio between the UVI and the climatological value of UVI on each day (UVI\text{clim}):

\[ \text{DNA} = g(TOC, UVI, \cos \theta , UVI\text{clim}) \] (4)

The empirical rule given by Eq. (4) was found to be valid for UVIs greater than 0.5. The daily mean TOC from the B005 was used in Eq. (2) and Eq. (4). In cases of missing data, daily climatological means derived from the 30-year record of B005 were used. Using the effective doses from the B086, we estimated that the 1-sigma uncertainty in the determination of vitamin D from Eq. (2) and Eq. (3) is smaller than 3% for UVI greater than 2 and raises to 10% for UVI near 0. The 1-sigma uncertainty in the calculation of the effective dose for the DNA damage are smaller than 7% for the range of used UVIs (i.e. greater than 0.5). The mean ratio between semi-simultaneous measurements of the clear sky erythemal irradiance from the Brewer B086 and the pyranometer (± 1 minute differences between the mean time of the spectral scan and the YES measurements) for SZAs below 80° for the period 2004 – 2014 is 1.00 ± 0.04, indicating that the uncertainty in the erythemal irradiance from the pyranometer is similar to that of the Brewer B086.

4. RESULTS & DISCUSSION

In the following section comparisons among the different datasets are performed.

4.1. NILU-UV and OMI /Aura CIE products

The OMI/Aura algorithm provides erythemal doses and dose rates at overpass time as well as at local noon. Both cases were investigated, while at the same time discriminating cloud free cases in two different ways: i) a cloud screening algorithm based on NILU-PAR measurements was used to define the NILU103 clear sky cases, ii) the limitation of cloud optical depth less than 20 was applied to satellite estimates in order to derive the satellite cloudless cases. In Table 2 we present a statistical summary of the comparisons performed for the overpass and noon local time.

<table>
<thead>
<tr>
<th>Skies</th>
<th>All OMI NILU</th>
<th>All OMI NILU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clear</td>
<td>2152</td>
<td>1361</td>
</tr>
<tr>
<td>Clear</td>
<td>68.03</td>
<td>610</td>
</tr>
<tr>
<td>Clear</td>
<td>49.22</td>
<td>2426</td>
</tr>
<tr>
<td>Clear</td>
<td>14.07</td>
<td>2208</td>
</tr>
<tr>
<td>Clear</td>
<td>49.63</td>
<td>663</td>
</tr>
<tr>
<td>Clear</td>
<td>13.28</td>
<td>42.77</td>
</tr>
<tr>
<td>Clear</td>
<td>14.38</td>
<td>49.63</td>
</tr>
<tr>
<td>Clear</td>
<td>17.68</td>
<td>68.03</td>
</tr>
<tr>
<td>Clear</td>
<td>58.87</td>
<td>62.85</td>
</tr>
<tr>
<td>Clear</td>
<td>68.03</td>
<td>62.85</td>
</tr>
</tbody>
</table>

Figure 3. Percentage differences of the NILU103 and OMI erythemal dose rates at the overpass time (upper level). Monthly mean percentage differences are provided as well (lower level). NILU103 and OMI clear days are provided in blue and red triangles respectively.

For all skies cases the agreement between the ground-based overpass erythemal dose rates is 14.07% while the satellite overestimates by 18.47% at local noon. Limiting the dataset to cloud free cases based on OMI observations leads to smaller relative percentage differences, 9.97% and 14.38% for the overpass and the local noon time respectively. In all cases, the coefficient of determination is between 0.88 and 0.93.

The OMI dataset also includes the daily erythemal doses, i.e. daily integrals were calculated for days that did not have more than 15 minute gaps in their
The NILU103 daily values were characterized as clear when more than 70% of the measurements were identified as cloud free by the PAR cloud screening algorithm.

The $R^2$ values are above 0.9 for all three cases (all skies, OMI- and NILU103-defined cloud free cases) with slopes close to unity. The OMI estimates tend to provide higher values when the doses are relatively low however in general they appear to underestimate the highest erythemal daily doses.

4.2. NILU-UV, SCIAMACHY/Envisat and GOME2/MetopA products

The SCIAMACHY/Envisat and GOME2/MetopA joint UV products are discussed in this section. Time series analysis and correlation statistics were performed on the daily erythemal, vitamin D and DNA damage reported doses while local noon UVI values were also included to the dataset.

As seen in Figure 5 the daily all skies erythemal doses agree within ~15% while a seasonal pattern is observable. Although all daily datasets achieve high correlations of 0.92, 0.91 and 0.92 for CIE, vitamin D and DNA damage respectively, the observed differences for the latter two are not consistent. For vitamin D, the action spectrum used in satellite retrievals is shifted 3nm towards shorter wavelengths than that used in the NILU103 retrievals. This discrepancy leads to a significant underestimation of the satellite vitamin D doses by almost 50% for both all skies (-48.16% ± 25.17%) and clear sky (-46.57% ± 25.44%) cases. For DNA damage, the reverse is observed. Even though the applied action spectra are identical, the satellite overestimates by 48.84% for all skies and 55.4% for clear skies. These inconsistencies can be attributed to high uncertainty levels on B086 spectra at wavelengths lower than 305 nm that can be as high as 20% for SZAs of 80°. In addition, the aerosol climatology used in the satellite retrieval algorithm and the uncertainties introduced in the algorithm retrieval at low UV-B wavelengths (e.g. ozone retrieval errors) can affect the accuracy of its performance. Both these limiting factors are under further investigation.

Besides a mismatch in the absolute values of vitamin D and DNA, both NILU103 and SCIAMACHY/GOME2A daily datasets present high coefficients of determination and low bias (small y-intercepts). As seen in Error! Reference source not found. the common dataset of 2250 days results in a coefficient of determination of 0.92 for all skies and 0.85 for cloudless days.
discrepancy. The algorithm’s performance and the lower cut off filter of 70% of clear sky-characterized minute measurements, may also lead to higher differences. Furthermore, since satellite estimates are based on one daily observation, we expect that this could also augment the uncertainty on the daily doses estimated by the satellite algorithm.

4.3. NILU-UV and YES products

Following the appropriate methodologies already discussed in Sect. 3.3, vitamin D and DNA damage dose rates can be obtained from an erythemal-like measuring instrument, in this case a YES radiometer. Even though the YES data were corrected for the degradation of its absolute response and random incidences with B086 data, the validity of its measurements as absolute values can be used to evaluate the performance of the NN used to derive all of the biological dose products.

The agreement between the two ground-based datasets is very good with close to zero mean differences and low standard deviation (< 11%). Similarly, it was found that NILU-UV calculated vitamin D hourly means also have a low (1.28%) overestimation in comparison with the YES data. While the YES data are implicitly corrected for any cosine errors through libRadtran model assimilations [15], it is possible that the correction of the cosine response of the NILU-UV may be slightly different and could result in a SZA dependency in the differences that dominates for SZAs of 70° and above for cloud free skies, as seen in Figure 8.

DNA damage presents higher scatter than that of the CIE and vitamin D dose rates due to higher sensitivity at lower UV-B wavelengths. The mean differences are of the order of ~5% ± 50% with the YES dataset providing lower values under all sky conditions than those from NILU103. On the contrary, under cloud free skies, YES data overestimates this dose by only 2.23%. In both cases the correlation of the two datasets is close to unity ($R^2 = 0.99$) suggesting close agreement over the full range.

![Figure 8: Hourly mean relative percentage differences of vitamin D estimates from the YES and NILU103 radiometers against SZA (upper panel) and the same datasets averaged on 5° SZA bins (lower panel).](image)

![Figure 9: Scatter plot of hourly mean DNA damage doses as estimated from the YES (y-axis) and the NILU103 (x-axis) radiometers. Cloud free cases are distinguished by red triangles as in Figure 7.](image)

5. CONCLUSIONS

In this work ground-based measurements, model estimates, and satellite-retrievals of the important photobiological UV products - CIE, vitamin D and DNA damage effective dose have been produced, compiled and compared so as to thoroughly discuss their accuracy and limitations at the mid-latitude UV and Ozone monitoring station in the Laboratory of Atmospheric Physics of the Aristotle University of Thessaloniki, Greece. We show how a NN can be trained on NILU-UV multi-filter radiometer irradiances at 5 different wavelengths together with weighted action-spectra from a Brewer MKIII spectrophotometer to produce 1-minute time series of erythemal CIE, vitamin D and DNA
damage dose rates. Furthermore, while the NN estimated erythemal UV dose rates can be directly compared with YES calibrated measurements, we show how appropriate methodologies can be applied to the original YES data to also produce vitamin D and DNA damage dose rates at the same temporal resolution as the NILU-UV instrument to enable a ground-based verification and evaluation of NN model estimates resulting from NILU103 measurements. The comparisons with the full YES dataset revealed very good agreement. In particular:

- The hourly means of erythemal UV (CIE) dose rates from temporally aligned NILU-UV NN and the YES ground-based datasets (30,503 coincident ‘all skies’ records) did not show percentage fractional differences of more than 0.07% and had a moderately low standard deviation of 10.8%.
- For vitamin D, the disagreement was approximately 1.3% for ‘all skies’ data but showed high variance (141.7%) associated with an SZA dependence at high zenith angles. For cloud free cases this effect diminished (14.3%).
- The DNA dose rates, the most demanding of the three doses discussed in this study, agree to within about 5%, dropping to 2.23% for the cloud free cases.

In the context of space-retrievals of the photobiological doses, satellite estimates from OMII/Aura, SCIAMACHY/Envisat and GOME2/MetopA instruments were used, and which are provided as dose rates around the overpass time or the local noon time, as well as daily doses. The comparisons of the NILU-UV derived products with the satellite retrievals revealed the following major points:

- OMI exact overpass time comparisons show an agreement of 14.07%, 9.97% and 13.28% for all skies, and satellite- and NILU-derived cloud free cases when compared with the erythemal UV dose rates obtained by the NILU-UV NN model.
- Local noon time values reported by OMI have higher differences with respect to NILU-UV NN model estimates erythemal UV than those at overpass time but R² values are consistently high and in the range 0.88 to 0.93 for both all skies and clear sky cases at both times.
- OMI daily erythemal UV doses result in R² values of 0.90-0.98 when compared those calculated from integrating nearly complete daily records of NILU103 data.
- SCIAMACHY/GOME2A erythemal UV daily product revealed, on average, a 15% overestimation with respect to NILU103 daily doses. Despite the presence of a visually apparent seasonal pattern, the R² value was again found to be robustly high and equal to 0.92.
- For the vitamin D from SCIAMACHY/GOME2A daily doses, the differences between the two action spectra of the satellite and ground estimations resulted in higher differences of 50%, with the satellite significantly underestimating the dose - possibly due to a shift of the action spectrum towards lower UV wavelengths.
- The SCIAMACHY/GOME2A DNA damage dose was also found to be overestimated by the satellite algorithm by almost 50%. This behaviour may be attributed to the higher uncertainty of the B086 spectrophotometer for wavelengths less than 305nm. Furthermore, it is possible that the a priori aerosol information that the satellite retrieval algorithm uses as input is contributing to high discrepancies in the shorter wavelength part of the UV-B spectral region where errors in measuring the total ozone column can have a high impact in accurate retrieving the DNA damage dose, as well as the vitamin D like dose.

In conclusion, this comprehensive study has revealed the merits, limitations and accuracy of ground-based and satellite-based estimates of erythemal UV, vitamin D and DNA damage doses and dose rates. Although calibration procedures, a priori information and constraints of the methods applied in the original datasets can limit the accuracy of the calculated photobiological products, increasing awareness of the harmful effects of overexposure to UV radiation means that such comparisons are of high importance.
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